Applying Image Analysis,
KI Combinatorial and Search-based
Testing for DNN-Verification

ABSICHERUNG

Safe Al for Automated Driving

Christoph Gladisch, Falko Matern,
Frederik Blank, Martin Herrmann,
Simon Heming

g gl L N P L. Normalized Distributions: contrast_rgb

o by Wache'sieon o Kl-Abaschenng

Ground truth

0.005
T,
0.000 : .
10-* 10° 10 107 b H 2 Lt

m— MY_TOS
202 al

Data Input Space Perception Function DNN - Performance Analysis
Characterization & Analysis (System under test)
Coverage Models for \ el
Ontology | e Y - 3,
Discrete Parameters e o RIED 0
pedestrian --- ocation_sireet H L o
distance_close N —
pedestrian m.- Deep Neural Network T et T =
distance_medium
Pedestrian . Q)
location_street . . . :
Pedestrian Data Synthetic / Real Systematic Test Generation R
location_sidewalk e " | CD
oo w Combinatorial Tests  Search-based =
Image properties  Distrib - ﬂ k™ NCAP Scenarios) Testing §
) - r ; . I': . E.
e =
va
—
Q
2
=
-

Figure 1: A schema of a verification loop to test a perception function consisting of image analysis and testing approaches
like combinatorial and search-based testing

Introduction / Motivation Image and Performance Analysis

Rigorous and systematic testing of Al requires  In-depth analysis of detections per semantic
new approaches focusing on data. We extract bin allows to identify conditions with insuffi-
information such as semantic ontology para- cient DNN performance. (Fig. 3)
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to apply a collection of testing and analysis ean n i
techniques, which subsequently provide
feedback for the generation of new test data.
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We propose a verification loop including:

* Input characterization with image analysis
and coverage models

» Detailed analysis of DNN performance

regarding semantic dimensions b Y
 Search-based and combinatorial testing P '

techniques for efficient testing Contrast of person to background
- Structured image generation techniques to Figure 3: Analysis of detection performance in relation to
human interpretable parameters
generate new test samples
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Conclusion
Search-based Testing We implemented a verification loop to system-
SBT learns a hypothesis, where the DNN per- atically test a perception function. It revealed
forms good and bad. It then uses the hypo- critical cases regarding pedestrian pose,
thesis to select new data (missing tests, occlusion and contrast. These parameters
E4.41a). (Fig. 2) lead to new critical test cases.
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Figure 2: Application of search-based testing with parameters contrast and occlusion
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